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Abstract
How do individuals recover from cybercrimes? Victims experience
various types of harm after cybercrimes, including monetary loss,
data breaches, negative emotions, and even psychological trauma.
The aspects that support their recovery process and contribute to in-
dividual cyber resilience remain underinvestigated. To address this
gap, we interviewed 18 cybercrime victims from Western Europe
using a trauma-informed approach. We identified four common
stages following victimization: recognition, coping, processing, and
recovery. Participants adopted various strategies to mitigate the
impact of cybercrime and used different indicators to describe recov-
ery. While they mostly relied on social support and self-regulation
for emotional coping, service providers largely determined whether
victims were able to recover their money. Internal factors, external
support, and context sensitivity collectively contribute to individu-
als’ cyber resilience. We recommend trauma-informed support for
cybercrime victims. Extending our conceptualization of individual
cyber resilience, we propose collaborative and context-sensitive
strategies to address the harmful impacts of cybercrime.

CCS Concepts
• Security and privacy → Usability in security and privacy; •
Human-centered computing → Empirical studies in HCI.
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1 Introduction
Cybercrimes targeting individuals represent a persistent and com-
plex global challenge. According to the Internet Crime Report
2024 [44] and ENISA Threat Landscape 2024 [42], phishing, cryp-
tocurrency and romance scams, malware, and ransomware were
among the most reported types of cybercrime. These crimes tar-
get both organizations and individuals. In this paper, “individuals”
refers to members of the general public. While they may be em-
ployed, we focus on their cybercrime experiences as private users,
independent of workplace policies. Besides monetary loss, cyber-
crime victims might experience negative emotions and long-lasting
psychological harms [9, 72, 98]. Some victims experienced difficul-
ties coping with post-traumatic stress, and in severe cases even
suicidal thoughts [9, 98]. External support may be essential in miti-
gating such psychological harms. For example, victim counselors
can support victims to navigate this process [84]. However, some
individuals can better cope with and adapt to the situation than
others when encountering stressors [45]. A recent CHI study [102]
also suggested that individuals who have had prior data loss ex-
periences were more inclined to implement data backup practices,
thereby enhancing their resilience to data loss.

Cyber resilience has been a trending research topic in organi-
zational contexts. Previous research identifies key facets of orga-
nizational cyber resilience, including resistance against potential
attacks, learning from adverse attempts, and continuous adapta-
tion to the evolving threat landscape [6]. To enhance cyber re-
silience, organizations commonly implement both technical and
non-technical measures, including firewalls and encryption, as well
as employee training and awareness programs [6]. Furthermore,
scholars suggested that collective approaches, such as encourag-
ing employees to report suspicious emails [65], can enable swift
mitigation of incoming attacks and increase an organization’s cy-
ber resilience. Many security-related decisions have been found
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to be context-dependent [37, 62], and prior research has examined
security-related responses by focusing on specific contexts, such
as employees in organizations and home computer users [55, 75].
Nevertheless, the security knowledge and practices that employees
acquire through workplace training may be transferable to their
personal lives, thereby enhancing their individual cyber resilience.

To establish a clear starting point, we began our study with a
preliminary definition of individual cyber resilience, adapted from
organizational contexts. We define it as “an individual’s ability to
resist against cybercrimes, capacity to function continuously, and
to recover from cyberattacks that target them” [6, 102]. Individuals
with cyber resilience can bounce back from cybercrime victimiza-
tion with fewer negative residual effects on their lives [61, 77]. A
clear conceptual understanding of cyber resilience and related pro-
tective factors can inform a human-centered approach to create
better support infrastructure for cybercrime victims [61]. While
prior research has comprehensively examined the negative impacts
of various cybercrimes, there has been limited investigation into
the protective factors that contribute to victims’ recovery [9, 71].
Compared to the systematic examination of cyber resilience in
organizational contexts, only a handful of studies have taken in-
dividuals’ cyber resilience into their research scope [61, 102]. To
address these gaps, we aim to investigate the following research
questions (RQs):

• RQ1: How do individuals recover after experiencing cyber-
crimes?

• RQ2: Which aspects support their recovery process and
contribute to individual cyber resilience?

In this work, we conducted 18 trauma-informed interviews with
cybercrime victims from Western Europe to understand their expe-
riences and responses to cybercrime, identify aspects that supported
their recovery, and further develop the conceptualization of individ-
ual cyber resilience. Our work makes the following contributions:

• Our conceptualization highlights how context sensitivity, in-
ternal factors (e.g., security knowledge and coping strate-
gies), and external support (e.g., social support and service
providers) collectively contribute to individual cyber re-
silience. This extends prior understandings of individual
cyber resilience and underscores the need for external sup-
porting organizations to offer more context-sensitive and
trauma-informed assistance.

• We reveal victims’ reliance on self-regulation and social sup-
port for emotional coping, and their differing experiences
with relevant stakeholders when mitigating cybercrime im-
pacts. These results demonstrate the need for developing
supporting infrastructures that are emotionally supportive
and operationally responsive to victim requests.

• Participants recalled a range of negative emotions and frus-
trations after experiencing cybercrimes; this can lead to sec-
ondary traumatization of themselves as well as their first
point of contact. Drawing from these insights, we made rec-
ommendations for service providers, law enforcement, and
victim support organizations to foster cross-sector collabo-
ration for addressing the harmful impacts of cybercrimes.

2 Related Work
First, we review the negative impacts of cybercrime on victims and
the available support organizations in Section 2.1, which is the most
closely related stream of prior literature. Then, we introduce the
established research on organizational cyber resilience and discuss
its positive influence on individuals’ cyber resilience beyond the
workplace in Section 2.2. Lastly, in Section 2.3 we examine relevant
factors of psychological resilience, a concept well-established in
psychological literature, which informs our summary of potential
components of individual cyber resilience (in Table 1).

2.1 Impacts of Evolving Cybercrimes and
External Support

Individuals have long been targeted by cybercriminals. A review of
nine victim surveys conducted between 2006 and 2016 in Europe
revealed that online shopping fraud1, online payment fraud, other
types of online fraud (e.g., dating fraud), cyber threats/harassment,
malware, and hacking were the most frequently surveyed types
of cybercrime [91]; however, the included types might not reflect
emerging cybercrimes. A 2024 survey of U.S. residents found that
46% of respondents reported experiencing online fraud in the past
five years [1]. Phishing, spoof websites, identity theft, job fraud, pig-
butchering, and charity scams were among the most commonly re-
ported types [1]. Beals et al. [11] proposed a taxonomy of fraud and
identified the following seven main categories that target individu-
als: consumer investment fraud, consumer products and services
fraud, employment fraud, prize and grant fraud, phantom debt
collection fraud, charity fraud, and relationship and trust fraud.
Prior work found that cybercriminals exploit various platforms
and communication channels to facilitate cybercrimes targeting
individuals. For instance, Acharya et al. [2] analyzed a large dataset
from five social media platforms and found that scammers exploit
video platforms (e.g., YouTube), messaging apps (e.g., Signal, Tele-
gram, WhatsApp), social media (e.g., X, Instagram, Facebook), and
consumer platforms (e.g., Amazon, Etsy) to run charity scams.

Cybercrimes inflict various negative impacts on victims, includ-
ing financial loss, compromised personal data, and psychological
distress [9]. The aforementioned survey with U.S. residents revealed
that for individuals who encountered fraud in the past five years, the
average loss amounted to $3,209 [1]. Through interviews with U.S.
residents, Zou et al. [104] revealed that insufficient knowledge, costs
of protective measures, optimism bias, the tendency to delay, false
sense of security, and usability issues could deter individuals from
proactively dealing with data breaches. Von Preuschen et al. [96]
differentiated cybersecurity-related emotions into high-arousal and
low-arousal categories based on their level of activation; for exam-
ple, frustration and annoyance (low-arousal) represent relatively
mild states compared to astonishment and threat (high-arousal).
Regardless of intensity, negative emotions may lead individuals to
feel emotionally exhausted, hinder their productivity, and distance
themselves from work [96]. Victims of cybercrimes may develop
adverse mental health symptoms. For example, a systematic review

1We use cybercrime as a general term for illicit activities conducted via digital devices
and on digital platforms.While some of the authors we reviewed refer to these activities
as fraud and others as scams, we use their respective terms of choice in the Related
Work section.
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of research on cyberstalking and harassment revealed that victims
commonly experienced depression, anxiety, stress, fear, and anger;
furthermore, insufficient support from the criminal justice system
and subsequent distrust toward technology were highlighted by
Stevens et al. [83]. Thus, mitigating the harms of cybercrimes ne-
cessitates measures that support victims in recovering monetary
losses, safeguarding their personal data, and reducing adverse psy-
chological effects.

There are various victim support organizations that provide
emotional support and consultation for cybercrime victims [71, 84];
however, the visibility and accessibility of these organizations re-
main unknown. Further, some UK charities that support victims of
domestic abuse and stalking have struggled to address technology-
facilitated abuse and have reported existing guidance getting “out
of date so quickly” [87]. Law enforcement plays a critical role in
monitoring and mitigating physical crimes, but it appears to be con-
strained in addressing cybercrimes. Many cybercrime victims may
hesitate to report their victimization to law enforcement because of
stigma and negative feelings associated with being a victim; mean-
while, those who do report often receive limited assistance [72].
As an alternative, some victims turn to online platforms to discuss
and validate scam cases. For instance, e-commerce seller fraud, sex-
tortion, and corporate impostor scams are commonly discussed on
Reddit [16]. In general, individuals receive limited cybersecurity-
related trainings, their security knowledge and practices may de-
velop from informal sources, such as stories from friends or media
outlets [76]. Furthermore, victims of cybercrimes may be unaware
of the vulnerabilities exploited in their digital devices and have dif-
ficulties troubleshooting [53], which requires technical assistance
from trained professionals.

2.2 Organizational Cyber Resilience:
Frameworks, Objectives, and Practices

Cyber resilience frameworks provide structured guidelines for or-
ganizations to identify goals, objectives, and practices addressing
malicious attacks, and they reflect the possible strategies and mit-
igating actions that organizations can implement [12]. Bodeau et
al. [12] identified four main goals for organizations: anticipate (pre-
paredness to adverse attacks), withstand (ability to continue func-
tions after attacks), recover (restore functions after attacks), and
evolve (adapting or supporting cyber capabilities). To achieve these
goals, they proposed a list of objectives to improve the systems,
architectures, and functions of organizations. These objectives in-
clude “understand, prepare, prevent, constrain, continue, recon-
stitute, transform, and re-architect” [12, p. 14]. It is worth noting
that the main stakeholders addressed in this framework are busi-
ness heads, security officers, IT operators, system engineers, and
security exercise planners.

Organizations optimize their system engineering, architecture,
and operations to increase their cyber resilience. They aimed to
mitigate external attacks by enhancing IT infrastructure, opera-
tional processes, and organizational structures, with a focus on
the architecture of business-critical systems [12]. In addition to
these operations from business lead and security professionals,
Bodeau et al. [12] noted that attackers targeted high-value (e.g.,

accounting department) or mission-critical resources (e.g., intel-
lectual properties) and employees supporting those functions in
adverse operations, which highlighted the critical role of employees
in organizational cyber resilience. For most employees, security-
related tasks are secondary to their primary job roles [22]. In an
ideal scenario, organizations would maintain fully autonomous
systems and workflows that mitigate security threats without in-
volving employees. In practice, however, organizations depend on
employees to adhere to information security policies [28], partici-
pate in mandatory training [51], practice security hygiene, and, in
some cases, report suspicious activities they observed [39]. Thus,
Alhidaifi et al. [6] proposed to further examine how human factors
(e.g., employee behavior and decision-making) affect organizational
cyber resilience to integrate technical and non-technical measures
in operations.

Organizations implement interventions such as onboarding train-
ing, security education, and awareness programs to strengthen
employees’ security practices and, in turn, enhance overall cyber
resilience [73]. Empirical research indicates that security education
and awareness programs increase employees’ compliance inten-
tions and security performance, improve other security-related
behaviours, and reduce intentions to misuse or abuse computer
systems [57]. For example, Chen et al. [27] found that in-person anti-
phishing training improved employees’ anti-phishing self-efficacy
and support-seeking intention; as a result, they responded more se-
curely to simulated phishing tests than the control group. With the
growing adoption of ‘Bring Your Own Device’ [78], organizations
are required to take a holistic approach that engages stakeholders
across different domains, including users, management, technical
team, and device control. Similarly, the rise of ‘Work from Home’
practices has extended employees’ security behaviours and hygiene
practices beyond organizational premises [49]. Consequently, the
boundaries between personal and work devices, as well as between
workplace and home security practices, have become increasingly
blurred. Therefore, the security knowledge and hygiene practices
employees acquire for work purposes also contribute to enhancing
their individual cyber resilience.

2.3 Psychological Resilience: Emotion
Regulation, Coping Strategy, and
Trauma-informed Support

Why do certain individuals demonstrate high resilience compared
with others facing a similar stressful situation? Findings from psy-
chological resilience provide insights. Psychological resilience can
be defined as “the ability to bounce back from negative emotional
experiences and by flexible adaptation to the changing demands
of stressful experiences” [89, p. 320]. This definition captures two
characteristics of psychological resilience. First, resilience is closely
associated with one’s response to stressful incidents. Second, re-
silience can be interpreted as a positive adaptation, to protect indi-
viduals from potential adverse impacts when dealing with stressful
circumstances [45]. Furthermore, empirical studies revealed that
positive emotion supports an individual’s resilience. Tugade and
Fredrickson [89] examined the difference in positive emotions in
coping with stressful situations between low- and high-resilient
individuals. They suggested that positive emotions may facilitate
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Table 1: Potential components of individual cyber resilience informed by Related Work. * indicates emphasis by Joinson et
al. [61].

Sub-dimension Components within Each dimension

Security Knowledge and
Practices

Cybersecurity learning [51, 85]; self-efficacy* [14, 61]; cyber hygiene practices [94]

Prior Incidents Prior negative experience [102]; Learning and growth (from incidents)* [61]
Problem Solving Ability Proactively mitigate when encountering stressors, problem-focused coping [45];

hardiness [45]
Emotion Regulation Experiencing positive emotion in negative circumstances [89]; mindfulness, accep-

tance [88]
Social Support Seek help from family, friends, and colleagues* [61], or online forums [16]; high in

extraversion [45]
Institutional Support Law enforcement [10]; financial institutions [69]; support from digital platforms

(where the crime happened) [10]
Technical Support Device/OS support [55]; troubleshoot digital devices [53]

efficient emotion regulation, as evidenced by faster cardiovascular
recovery and the derivation of positive meaning from negative
circumstances.

Psychologists have theorized resilience in terms of individual
traits, contexts, and the processes through which adaptive capacities
are developed [77]. The conceptualization of resilience as a trait
emphasizes relatively stable individual characteristics that facili-
tate positive adaptation to stressful situations [77]. Attributes such
as extraversion and self-efficacy can therefore be understood as
resilience-related traits [45]. Further, when facing different con-
texts, an individual may activate varied protective mechanisms;
thus, examining different stressful situations allows researchers to
identify relevant protective factors and to avoid overgeneralizing
resilience as static traits [77]. Additionally, resilience as a process
refers to research that seeks to understand how individuals achieve
positive outcomes despite facing serious threats to their adapta-
tion or development [67]. Psychological resilience emerges from
the dynamic interactions between personal traits and contextual
factors, as well as from the transactional processes through which
individuals respond to stressful situations [64].

Scholars from public health and Human-Computer Interaction
advocated for trauma-informed approaches to support individ-
uals in coping with traumatic experiences [26]. Trauma can be
defined as “any disturbing experience that results in significant
fear, helplessness, dissociation, confusion, or other disruptive feel-
ings” [7, para. 1] to a degree that it produces enduring negative
effects on an individual’s attitudes and behaviors. Trauma-informed
approaches emphasize four core practices: realizing the impact
of trauma on individuals, recognizing its signs, responding with
trauma-specific knowledge, and resisting practices that may cause
re-traumatization [58]. Building on SAMHSA’s framework, Chen
et al. [26] proposed six guiding principles for trauma-informed
computing: safety, trust, peer support, collaboration, enablement,
and intersectionality. These principles are also relevant for cyber-
crime victims. They need to restore their sense of safety and trust
in digital technologies exploited during the crime [83]. Peer sup-
port and collaboration help victims connect with others and reduce
isolation [9], while enablement emphasizes regaining control over

their digital and personal lives [26]. Intersectionality acknowledges
that victims’ experiences are shaped by their social identities and
unique contexts, requiring tailored support approaches [26, 37].

Building on the organizational and psychological resilience lit-
erature, Joinson et al. [61] developed a 14-item scale to measure
“human cyber resilience” with four subdimensions, i.e., self-efficacy,
social support, learning and growth, and helplessness (reverse-scored).
While this work provides an initial measurement, Joinson et al. [61]
suggested further investigation into “individuals’ ability to recover
from cyber incidents and the effectiveness of different protective
strategies.” To advance this line of research, we postulate some po-
tential sub-dimensions and protective factors that may have been
overlooked by Joinson et al. [61]. We summarize these potential
components in Table 1.

3 Method
We conducted semi-structured interviews due to the deeply per-
sonal nature of recovery following cybercrime victimization. This
approach also helps us to capture the depth, meaning, and lived
experiences of participants [4, 23], while minimizing intrusiveness
and allowing flexibility to accommodate participants’ unique expe-
riences [72, 98].

3.1 Participants
We refer to cybercrime victims as members of the general public
who experience loss of money, personal data, digital files, time, or
emotional well-being from cybercrimes [9, 21]. Such victimization
may occur through either direct attacks targeting them or indirect
attacks that affect them incidentally. To account for the unique
digital infrastructure and regulatory frameworks governing online
services [99], we limited participant recruitment to Western Euro-
pean countries. The requirements for participants were that they
(1) had previously been victims of a cybercrime and experienced
loss of time, money, or digital assets; (2) were fluent in English,
German, or French; and (3) were at least 18 years old.

We recruited a total of 18 participants, including ten female and
eight male participants residing in Western Europe. We used two
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approaches to recruit study participants. First, we published a re-
cruitment questionnaire via Prolific, which included questions on
gender, age, occupation, education, the types of cybercrimes they
had experienced, when the incident happened, and their willingness
to be interviewed. The questionnaire recorded 180 prolific users,
of whom 27 fulfilled our predefined requirements. We contacted
all of them, and 11 participants (P1–P11) joined the interview ses-
sions. Second, we also used a word-of-mouth approach to recruit
cybercrime victims through our network. As a team of researchers
working on cybersecurity topics, we were occasionally approached
by individuals who shared their own or their family members’
cybercrime experiences. For P12-P18, we recruited them through
direct contact or referrals.

Participants’ ages ranged from 22 to 65 years (𝑀=37.8, 𝑆𝐷=11.7).
Nine participants were from the United Kingdom, and the remain-
ing nine were from countries including Germany, France, Sweden,
Luxembourg, and Denmark. Participants reported experiencing
various types of cybercrime between 2018 and 2025, with most
incidents occurring in 2024 (𝑛=5), 2023 (𝑛=3), and 2025 (𝑛=3). Most
participants experienced cybercrimes that directly targeted them,
with only two cases involving indirect exposure—a data breach
from an airline company (P1) and a family member’s phishing inci-
dent (P13). The incidents ranged from unauthorized payments and
account takeovers to various types of scams, including romance, in-
vestment, rental, buyer, and task scams. Impersonation occurred in
eight cases, with attackers posing as banks, crypto services, delivery
companies, or trusted contacts on social platforms (see Appendix
B for a more detailed account of the cybercrime experiences). With
regard to education, six participants held a bachelor’s degree, six a
master’s degree, two a PhD, three had completed high school, and
one had vocational training (refer to Table 2 for more details).

3.2 Interview Protocol Development
We reviewed previous interview studies on victims of deceptive
chatbot scams [92] and romance scams [98], as well as consumers’
reactions following data breaches [104], prior to designing our
interview protocol. The interviews centered around responding
and recovering from cyberattacks, which are two key components
of the individual cyber resilience definition. The final interview
protocol comprised 14 questions and grouped into three parts: (a)
recalling details of the cybercrime experienced by interviewees (e.g.,
“Can you tell us your story of the cybercrime? Feel free to share as
much as you like. This might be difficult to talk about, and you can
stop whenever you want”); (b) describing how they responded to
the cybercrime (e.g., “How did you try to resolve the issue, if any?”);
and (c) interviewees’ reflections and recommendations regarding
the cybercrime (e.g., “What advice would you offer to others who
might fall into this incident based on your experience?”). Further,
the potential components of individual cyber resilience (see Table 1),
such as various stakeholders of external support, were incorporated
as potential follow-up questions.

To minimize the risk of participants re-experiencing the cyber-
crime, the interview protocol hasmore questions related to recovery,
lessons learned, and secure practices. In addition, two psycholo-
gists who were trained in trauma therapy reviewed the interview

protocol and provided feedback prior to the interviews. We include
the full interview protocol in Appendix A.

3.3 Data Collection and Analysis Method
All interview sessions were conducted remotely via Zoom. Except
for P10 (in German) and P14 (in French), all other 16 interviews
were conducted in English. The German and French transcripts
were manually checked by native speakers before and after being
translated into English. We used a GDPR-compliant, institution-
licensed Copilot service to translate these two transcripts. After
conducting interviews with 10 participants, we proceeded to ana-
lyze the transcripts through a structured inductive thematic anal-
ysis [19]. Furthermore, when analyzing the transcripts of the six-
teenth interviewee, we observed that no new themes or codes were
identified, indicating thematic saturation. To validate this observa-
tion, we interviewed two additional participants, after which we
concluded data collection. We collected a total of 672 minutes of
audio recordings of interviews, all of which were transcribed using
the MAXQDA transcription service and thoroughly reviewed for
accuracy.

We chose an inductive thematic analysis approach and followed
the guidelines suggested by Braun and Clarke [20]. Two authors
with expertise in qualitative analysis independently developed the
initial code scheme. Both of them identified meaningful text seg-
ments, generated preliminary codes, and organized these codes
into category-level themes using five transcripts. The first author
then integrated the independently developed two sets of categories
and codes into a code scheme. Using this scheme, the first author
analyzed all 18 transcripts with MAXQDA [93]. The coding scheme
was iteratively refined throughout the analysis by incorporating
new codes as they emerged and through weekly discussions among
the authors. Upon completion of coding, two authors conducted a
thorough review of the analysis to ensure consistency and minimize
potential misinterpretation. To present our findings, we initially
grouped the coded data into three high-level themes: the impact
of cybercrimes, the recovery from cybercrimes, and other themes.
Furthermore, we referred to the psychological resilience literature
and structured coping approaches into emotion-focused, problem-
focused, and avoidant coping [8]. Finally, we labeled the segments
reflecting participants’ sense-making, adaptation, integration, and
learning from the cybercrime experience as processing. These were
achieved through three iterations in manuscript drafting and multi-
ple discussion meetings between co-authors. We include the coding
scheme and exemplar quotes in the Supplementary Material.

3.4 Ethical Considerations
Trauma-informed research. We prioritized participant well-being

and ensured that distress management was embedded throughout
the research process. For some individuals, retelling experiences of
trauma can be empowering, whereas for others, it may be detrimen-
tal to their well-being [13]. Inquiring about individuals’ experience
with cybercrime necessitates careful ethical consideration, as re-
calling the incident may re-traumatize them or trigger emotional
distress. To mitigate these risks, we employed the following strate-
gies: (1) The interviewer had completed training in “Psychological
First Aid” [43] and “Trauma-informed Design Research” (a MPI-SP
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Table 2: The demographic information of participants and their experiences with cybercrimes.

ID Gender Age Job Education Cybercrime Type Amount
(€)

Loss Re-
covery

Year Country

P1 Male 46 Sales manager Bachelor Bank account compro-
mise; data breach

2800; Per-
sonal data

Yes/NA 2025 UK

P2 Male 38 Funeral director Vocational Unauthorized pay-
ments

350 Yes 2025 UK

P3 Female 26 Support worker High
school

Task scam 580 No 2024 UK

P4 Female 29 Career counselor Master’s Malware; Unauthorized
payments

100–200 Yes 2025 UK

P5 Male 65 Account clerk Bachelor Romance scam 9000 No 2022 UK
P6 Female 25 Risk modeller Bachelor Malware 550 No 2020 UK
P7 Male 53 Tram driver High

school
Impersonation (bank) Bank info NA 2022 UK

P8 Male 34 Self-employed Bachelor Investment scam
(crypto)

3200 No 2024 UK

P9 Male 28 Service manager Bachelor Impersonation (crypto) 220 No 2024 UK
P10 Female 53 Care assistant High

school
Buyer scam 200 No 2018 DE

P11 Female 35 Researcher Master’s Phishing Email ac-
count

Yes 2018 DE

P12 Male 27 Security researcher Master’s Delivery scam Bank info NA 2024 DE
P13 Female 50+ Strategic advisor Master’s Phishing; imperson-

ation (bank)
Bank info NA 2023 FR

P14 Female 22 Student Bachelor Delivery scam; Imper-
sonation (bank)

3000; Bank
info

Yes/NA 2024 FR

P15 Female 35 Crypto Researcher Master’s Impersonation (What-
sApp)

Digital files No 2023 LU

P16 Female 26 Musical teacher Master’s Rental scam 1450 Yes 2023 DK
P17 Female 43 Material manager PhD Impersonation (Face-

book)
FB account Yes 2021 SE

P18 Male 49 Professor PhD Buyer scam 2000 No 2021 SE

workshop), which enabled them to identify and respond appropri-
ately to signs of distress as well as to ensure self-care in conducting
the research; (2) We hired an on-call psychotherapist who was avail-
able to provide emergency consulting to participants during the
data collection period; and (3) Prior to the interview, we informed
them that they can skip interview questions that they do not want
to respond, and they can stop whenever they want. During the inter-
views, we chose not to prompt for more details if we observed that
an interviewee did not want to share more. After the interviews,
all participants were debriefed, and any questions or concerns that
might have arisen from recalling their traumatic experiences were
addressed. For interviewees who used self-blaming phrases, the
interviewer spoke with them afterward to clarify that anyone can
be targeted by cybercriminals, there is no shame in this, and the
responsibility lies with the criminals.

The studywas reviewed and approved by our institution’s Ethical
Review Panel before data collection. We minimized the extent to
which non-anonymous data were collected and stored. All audio
recordings were stored on the institute’s internal server and will be
deleted permanently after the publication of this study. All email

addresses were only kept for institutional auditing purposes. We
removed all personally identifiable information from the transcripts
before beginning data analysis. Participants were informed of the
data we collected and their right to withdraw from the study. The
median time Prolific users spent on the recruiting questionnaire was
2.32 minutes, and we compensated them with €0.5 (about €11/hr).
We acquired verbal consent from the participants to audio-record
the interview for transcription purposes. On average, each interview
lasted 37.3 minutes (𝑆𝐷=10.4). We compensated each participant
with either a €30 Prolific bonus transfer or a gift voucher.

4 Results
We summarize our findings descriptively to prioritize participants’
voices. Following Klemmer et al. [63], we use quantifiers to indicate
prevalence of themes among participants: “0% = none; 1–20% =

a few; 21–40% = some; 41–60% = about half; 61–80% = most; 81–
99% = almost all; 100% = all.”

We describe participants’ cybersecurity background, situational
factors, and how they identified and recognized the cybercrimes
in 4.1. After recognizing the cybercrime incident, we observed
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three coping approaches among our participants: emotion-focused
(4.2), problem-focused (4.3), and avoidant coping (4.6.2). Partici-
pants might combine different coping approaches or prioritize one
approach to mitigate cybercrimes. We present how participants
processed and recovered from cybercrime in 4.4 and 4.5. Lastly, we
describe some gaps between current victims’ needs and institutional
actions in mitigating cybercrimes in 4.6.

4.1 Recognition: The Disruption and Impact of
Cybercrimes

4.1.1 Participants’ confidence, formal and informal security learning.
Overall, most participants described feeling quite confident in man-
aging their digital device and online accounts at the moment of the
interview, using terms such as “very,” “pretty,” or “fairly” confident.
Only a few described their confidence as “not the best,” “median,” or
“low.” Participants who described themselves as confident tended to
report using VPNs and antivirus software, following password best
practices, leveraging professional experience, actively managing
their financial accounts, and reporting suspicious messages. In con-
trast, participants with lower confidence levels often described past
experiences with data breaches or cyber incidents, as well as chal-
lenges with password management. A few participants mentioned
having different security protections in place for their private/work
and financial/social media accounts.

Participants learned their cybersecurity knowledge and prac-
tices from both formal and informal sources. For instance, some
participants received structured cybersecurity training at work,
while a few mentioned learning about cybersecurity-related topics
through their academic studies or security-related careers (P12, P15,
P18). Other common informal learning channels were the news, TV
shows, online content, and online communities, such as Reddit or
YouTube. Moreover, participants highlighted the role of friends and
family in shaping each other’s security awareness and practices.
For instance, P11 noted that their parents began using password
generators after receiving advice from them, while P8 described
how their grandparents encouraged them to be cautious online.

4.1.2 Situational factors make individuals vulnerable to cybercrimes.
When participants described what they experienced during the
cybercrimes, security-related knowledge and skills enabled them
to recognize cyberattacks. However, situational factors, e.g., stress,
distraction, and coincidental triggers, seemed to make them vulner-
able to attacks. On occasions where the scammers targeted the right
moment and vulnerability, it overrode their cybersecurity knowl-
edge and skills. About half of the participants, even those who now
considered themselves digitally confident, emphasized that context
matters. Some participants described being deceived during mo-
ments of vulnerability, such as periods of financial need, emotional
distress, anxiety, or stressful situations where they were under pres-
sure to make quick decisions. Other participants highlighted how
the scams were delivered in non-native languages, which made it
difficult to critically assess their legitimacy. P12 explained: “The
message was in German. . . and I am not from Germany.” In addition,
a few participants noted that their tendency to trust; a convincing
message, or contextual fit and alignment, made them more likely
to fall for a scam. For instance, P14 said: “It happened exactly on
the day I was supposed to receive the package.” These contextual

overlaps made fraudulent messages seem credible, increasing the
likelihood of deception.

4.1.3 The realization moment: self-identification and external alerts.
Some participants were able to independently identify that they
had been exploited by attackers. For instance, participants’ suspi-
cion was triggered by reading device notifications, reviewing bank
accounts, or reflecting on their interactions with scammers. Other
participants became aware of the cybercrimes after receiving calls
from their banks or warnings from close contacts. For example,
P5 recalled receiving a call from their bank concerning the large
transfer to a new payee, which led to the romance scam being iden-
tified and the transaction being stopped. Similarly, P15 recounted a
situation where their peers warned them about a phishing message
they had forwarded: “Some [of my friends] replied to me, ‘What are
you doing? What is this? Why are you sending us phishing content?’”
Together, these examples illustrate how social validation and insti-
tutional safeguards can complement personal vigilance and lead to
scam identification.

Participants with high digital confidence levels were able to
promptly recognize the fraud and initiate actions to minimize its
impact. In contrast, participants with lower digital confidence levels
were struck with confusion and could not clearly estimate or predict
the impact of the cybercrime, as P11 recalled: “It took me two to three
months to believe that really nothing happened because I thought
maybe I don’t see it now, but who knows, in a few weeks I’ll realize that
I get huge bills from Amazon or something.” This difference among
participants in scam identification and follow-up action illustrates
the influence of security knowledge and digital confidence.

4.1.4 Scope of Losses. Participants reported various harms result-
ing from cybercrimes, including financial, personal, and psycholog-
ical harm. One of the most prominent themes was monetary loss.
Most participants experienced financial harm ranging from €200
to €9,000. About half of the participants mentioned how exposure
of their bank information, personal data, and loss of digital files
caused various inconveniences for them. For instance, P13 experi-
enced persistent phishing attempts after their personal information
and bank details had been exposed: “For six months, I received so
many [phishing attempts] from Amazon, SNCF, DHL, FedEx.” A few
participants experienced administrative harm, where they had to
disrupt their schedule and productivity to resolve the scam. For
instance, P2 was late for work because they had to call the bank,
and P6 experienced delays in completing academic work due to the
malware incident. Almost all participants reported emotional and
psychological harm caused by the cybercrime incident. A few par-
ticipants stopped investing in cryptocurrency due to their crypto
scam experience (P6 and P8). Other participants indicated that they
lost trust online or found it difficult to have conversations with peo-
ple they didn’t know. Overall, the scope of losses extended beyond
immediate financial damage to include psychological distress, lost
time, compromised data, and even behavioral changes, illustrating
the multifaceted negative impact of cybercrimes.
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4.2 Emotion-Focused Coping: Seeking
Understanding Rather Than Blame

4.2.1 Negative emotions: from initial shock to lasting impact. Cy-
bercrimes triggered a stream of high-arousal negative emotions,
with panic being the most frequently reported. Some participants
described intense physical and mental responses upon realizing
they had fallen for a scam. P1 shared, “My stomach just basically did
a somersault,” while P14 said, “I panicked, thinking he could make
more transfers the next day.” This panic was often accompanied by
stress and anxiety, especially among those with pre-existing med-
ical conditions or limited time to act. P11 admitted, “Afterwards,
I still felt panicked because I thought, if they entered this email ad-
dress, then gosh, what else did they enter?” And P16 noted, “It was a
stressful situation.” A few participants also expressed fear and anger,
particularly when P13 used “really scary” to describe the moment
they learned that the scammer had accessed their online banking
account. These immediate emotions were often compounded by
confusion, in P9’s words:

I’d say the immediate impact was mainly in terms of
how I felt. Yeah. As soon as I found out the money was
gone, I didn’t know what to do, I was confused, I was
really upset as well. I was like, what’s up? What’s go-
ing on? It’s [sic] confused, upset, and just worried.
(P9)

Beyond the initial shock, participants experienced a range of low-
arousal negative emotions weeks or even months after the incident.
Wary and sadness were common, especially when reflecting on
financial loss or personal vulnerability. P1 stated, “It has made me
very, very wary,” and P15 shared, “I was just very angry and very
sad for a few days.” Embarrassment was reported by those who had
been vigilant and confident in their security practices, as illustrated
by P15, a cryptography researcher, who felt “embarrassed because I
was supposed not to be a victim. I was always vigilant and always
trying to keep me, my family, and friends safe.” Participants also
described frustration and annoyance due to the inconvenience and
difficulty in resolving the issue, as P16 put, “It was annoying that
I couldn’t solve the problem.” Finally, some participants reported
a hit to their ego and lingering guilt, as P15 reflected, “It impacts
my ego. . . I still feel guilty, deep inside me,” and P18 added, “It should
have been clear to me. . . I shouldn’t have proceeded.” These enduring
emotions highlighted the deep psychological toll cybercrime can
have, even months after the incident.

4.2.2 Internal and external blames. Half of our participants ex-
pressed self-blame or blame from external parties, indicating varied
regret, self-criticism, and frustration following their victimization
experiences. Some described themselves as naive or careless, and
“got myself into a situation that I shouldn’t have done” (P1). Simi-
larly, P3 reflected, “I should have known that it was a scam then.”
P5 stated, “Although I was foolish, it was my responsibility,” and P8
echoed this sentiment: “It is my own fault. I can only blame myself,
really. It’s a lesson learned.” P6 described a deeper sense of blame: “I
felt a lot of self-blame and shame. . . you should have realized this is
probably time to stop.” Participants with high digital confidence and
professional expertise seemed to judge themselves more critically.
For example, P18 expressed harsh self-judgment: “How stupid could

I have been. . . it should have been very apparent to me having my
training.” These narratives reveal how cybercrime could lead to
significant self-directed blame, often tied to internal factors such
as perceived lapses in judgment or failure to act cautiously.

While external blame was less frequently described than self-
blame, it was still present in five accounts. P16 described being
blamed by their bank: “Their [the bank’s] argument was that it was
my fault because I transferred the money,” suggesting a shift of re-
sponsibility from external parties to the victim. P6 also experienced
a similar narrative when they contacted their crypto wallet: “In
their response, the blame was shifted to me because they said I gave
personal, identifiable information away.” P6, P9, and P16 all recalled
harsh remarks from their family members or friends: “My parents
were definitely disappointed in me in a certain way because. . . it’s a
lot of money. I think they were a bit mad at me that I just fell for
this scam” (P16). These examples showed that while internal blame
dominated participants’ reflections, external blame from banks or
close ones also negatively impacted victims.

4.2.3 Support from friends and family members. While some par-
ticipants initially received “blame” or “harsh comments” from their
close ones, family members, friends, and online communities were
the primary sources of providing emotional support, helping victims
cope with and calm negative emotions. These social actors created
emotionally safe spaces where victims could process their experi-
ences without judgment. For instance, P11 shared, “I immediately
called [my partner] and cried. But they made me rational again and
told me, ‘No, don’t call me, call the phone provider, the email provider’.”
Similarly, P18 emphasized the importance of non-judgmental sup-
port from their partner. Friends also offered emotional relief and
normalization, as P10 noted, “I talked a lot about it with my boyfriend
and with a friend of mine. . . I laughed about it a bit afterwards.” In
P9’s words, “I felt like if I was alone, it would have been a lot worse
for my mental health, overthinking, just maybe depression.” These
social interactions helped victims regain composure and begin the
process of recovery.

I had help from my dad, because he can be a little bit
more like, tough. And he talked to my bank and was
being a bit tougher on them. Also, he’s way better at
communicating and arguing with bank staff. So he
was calling them as well, I was also calling them. It
was a little bit stressful situation. (P16)

Besides emotional support, these social actors contributed to un-
derstanding cybercrime and assisting with mitigating cybercrimes,
as illustrated by the above quote from P16. Participants often turned
to friends and online communities for advice and validation, as seen
in P3’s experience: ‘‘I posted [on Reddit] and a lot of people were
like, yeah, this is a scam. . . That’s how I knew it was a task scam.”
Online channels like Reddit, Telegram, and Facebook also served
as collective knowledge hubs, where victims could compare their
experiences with others’ and confirm suspicions. As P8 shared, “We
started a group on Telegram. . . between about eight of us, we worked
out what was going on.” In a couple of cases, family members pro-
vided technical assistance. P4 recalled, “My brother had to help me
because I didn’t know how to get rid of the virus. But I remember him
having to clear the laptop somehow in order to get rid of the malware.”
These examples illustrate how social actors not only helped victims
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cope with negative emotions but also assisted them in addressing
cyber threats.

4.3 Problem-Focused Coping: Actions Taken to
Mitigate Harm

For participants who experienced malware infections or suspected
that their digital devices were compromised, immediate technical
remediation was a common response. Most participants experi-
enced financial losses, which led them to seek assistance from their
banks. However, participants expressed varying impressions of
banks, ranging from supportive to unhelpful. Finally, because cy-
bercriminals frequently exploited different digital platforms, some
participants extended their efforts by contacting these digital plat-
forms in search of a resolution.

4.3.1 Who provided technical support for cybercrime victims? Par-
ticipants with sufficient security knowledge often addressed the
technical issues themselves: “I did everything within one day, which
is also something good. Being fast and effective is definitely a good sign
of security handling” (P15). In contrast, less technically proficient
participants tended to seek external technical support. P6 shared
their experience of seeking technical support from their university’s
IT desk in the malware incident. While the IT team gave an impres-
sion of “sarcasm” and “resignation,” they successfully removed the
malware and provided useful recommendations to P6. Additionally,
P1 shared a unique experience in which a specialist cybersecurity
team of their bank guided him remotely to reset security and scan
the laptop to “get rid of what shouldn’t be there.” P11 recalled that
the vendor who sold their parents the laptop was always helpful
in installing protective software and checking whether everything
was fine with the laptop.

4.3.2 Experiences with banks vary by participant. A few partici-
pants described their banks as responsive, supportive, and efficient
in handling cybercrime incidents. P1 shared a particularly positive
experience in which their bank acted swiftly to secure the account,
initiate an investigation, and reassure the participant that the loss
was not their fault: “They immediately took all the stress out of the
situation. . . I will forever be grateful to my bank for that.” Similarly,
P2 noted, “My bank did a good job in how quickly it responded. . . all
that money went back in 24 hours.” These accounts highlight the
clear communication and effective actions from their banks. P13
described the contrasting responses from their two banks when
they requested the usage information of two stolen cards: “The Lux-
embourgish bank told me exactly at what time and place [the second
day] . . . and the French bank sent me the information eight days later.”
Some banks seemed to be more accessible and responsive when it
came to supporting their clients in addressing cyber incidents.

Every time I got a representative on the phone, they’d
say, “Oh no, this isn’t the right service, you need to
call someone else.” So I’d get a new number to call,
and I saw time passing. I thought, “I’m never going
to make it, it’s going to be too late. . . and that was
even more frustrating because you lose control of
the situation and have to rely on people you don’t
know, not knowing whether they’ll be able to help
you. (P14)

This was not a single case, as other participants encountered
similar passive or constrained responses from their banks, often
marked by delays, vague communication, or limited assistance. P14
described it took nearly two hours to reach the “right” customer
service of their French bank on a Friday evening, “during which I
had no idea what was going to happen next.” P16 recalled being told
by their Danish bank, “Contact the police, we can’t do anything,” and
felt the bank’s replies justified their inaction in tracing the money.
Similarly, P18 was told by their Swedish bank that, “it’s out of their
hands.” These accounts suggest a lack of transparency and limited
support, especially in cases involving international transfers or
crypto-related fraud. P5 raised concerns about the bank’s liability,
asking, “How do they [scammers] manage to have a UK bank account
without issues?” and suggesting that banks should work toward
better fraud prevention to reduce customers’ risks. These narratives
depict the victims’ vulnerable situation when banks were unable
or unwilling to intervene effectively.

4.3.3 Interactions with digital platforms exploited by attackers are
limited. A range of digital platforms was exploited as attack vec-
tors in the reported cybercrimes. P2 and P11 shared their posi-
tive experience with an email service provider and eBay regarding
resetting their accounts and canceling unauthorized purchases.
However, a few participants attempted to contact platforms being
exploited by attackers, such as crypto services and eBay, but only
received generic responses. P8 commented on crypto platforms,
“They wouldn’t reply to you. They’ve just scammed everyone,” and P10
described after reporting a scammer to eBay, P10 “didn’t hear any-
thing more from them.” By contrast, about half of the participants
chose not to contact several digital platforms due to emotional
barriers, distrust, or perceived ineffectiveness. P5 admitted, “I was
too embarrassed to do anything about it,” in reference to the dat-
ing website and Instagram, and expressed skepticism about social
media platforms, stating, “They might say things, but I don’t think
they actually do much.” P4 and P15 described that unknown out-
comes and the effort required discouraged them from reaching
out to British Airways or cryptocurrency websites. The perceived
response efficacy, emotional readiness, required efforts, and expec-
tations of receiving support influenced some participants’ decision
in reaching out to digital platforms.

4.4 Processing: Sense-making and Learning
from the Incident

4.4.1 Rationalize, adapt, and incorporate. Participants demonstrated
differing rationalization, adaptation, and integration in processing
the incidents. Rationalization refers to how victims mentally pro-
cess and make sense of the incident, often by evaluating their own
actions, beliefs, and existing practices. P9 referenced online com-
munities to follow suggestions and accept their loss: “I read up on
Reddit on people’s other experiences. . . it made me feel, yeah, I’m not
going to get that money back.” Some participants felt their existing
security-related habits were sufficient, stating, “the practices I was
having were already good enough” (P12) or “I was already doing
everything I could” (P2). Adaptation occurred when participants
took additional actions to reduce future risk and regain a sense of
security. For example, P2 avoided ATMs after the card payment
fraud, and P14 opened an account at a more secure bank, “with
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actual advisors and proper authentication.” Furthermore, some par-
ticipants reflect a deeper integration that goes beyond immediate
reactions or short-term fixes by incorporating their victim expe-
rience into their ongoing security routines, protective tools, and
decision-making processes. For example, P3 started to use web-
site checkers for unfamiliar websites, P4 subscribed to antivirus
software since then, and P13 switched to virtual cards for all on-
line purchases. These evaluations, improvements, and habituation
contributed to reconstructing a sense of security and control for
participants in digital environments.

4.4.2 More security awareness and protective practices in response
to the incident. When participants reflected on their cybercrime
experience, we observed increased security awareness and vigi-
lance following their incidents. Some participants described be-
coming hyper-vigilant, regularly reviewing bank statements, and
being skeptical of unfamiliar messages or websites. Besides security
awareness and behavioral vigilance, participants also sought addi-
tional learning resources to build on their knowledge in cybercrime
topics, as P14 stated, “Now that I’ve experienced it, I’m much more
aware, so I won’t fall for it again. I’ve also watched a lot of documen-
taries on the topic because I got curious, I wanted to understand how
these scam networks operate.”

Following the incidents, participants adopted additional practices
such as using two-factor authentication, differentiating devices for
financial access, and browsing in incognito mode. Whether or not
these changes successfully defended against future attacks, they
provided participants with a sense of security. A few participants
highlighted how this incident has prompted them to exchange
security-related topics with their family and friends. For example,
P15 took proactive steps to warn peers: “I tried to spread the word to
my friends.” Similarly, by exchanging security incidents with family
and friends, “everybody becomes a bit more aware of what can happen”
(P7). These reflections show that the victim’s experience, while
disruptive, in some cases, prompted them to adopt informed and
peer-supported approaches to preventing potential cyberattacks.

4.4.3 Advice for others. When it came to offering advice for others
who might fall victim to similar cybercrimes, participants advo-
cated for security awareness and protective behaviors, particularly
emphasizing what not to do. As P5 warned, “Never send money to
anyone you haven’t met in person,” and P14 added, “Never click on
an SMS. Even if it means missing out on something legitimate.” A few
participants urged users to avoid trusting social media suggestions,
engaging in cryptocurrency investments, or sharing sensitive in-
formation without verification. P13 advised, “Do not answer phone
calls that you don’t know,” while P2 recommended using secure
payment methods like PayPal: “I only use PayPal for things like eBay,
because I know that you’ve got buyer protection.” Similar to Geers et
al.’s observations [48], some participants developed resolutions that
were misinformed by their cybercrime experience. Consequently,
the advice they prescribed would not directly reduce vulnerability
to cyberattacks (e.g., the advice from P13 and P14 for countering
impersonation). Overall, there seems to be a shared belief among
participants that skepticism and caution are essential in navigating
online interactions.

Furthermore, participants stressed the importance of emotional
resilience, technological vigilance, and continuous learning. P1

advised, “Keep calm and act quickly,” while P3 reminded us, “Don’t
beat yourself up. Scams are designed to be really realistic and really
smart.” Digital tools were seen as both a risk and a solution, as
P2 noted, “Use technology to your advantage. . . It works both ways.”
P12 offered a sobering perspective: “Assume that you will not be
able to protect yourself just by being careful and taking actions with
technology.” Continuous learning emerged as a recurring theme,
with P14 encouraging people to “educate yourself, there are very
well-made, short documentaries explaining these practices,” and P3
urging, “Pass on what you learned to other people. . . it could literally
save her money and save her a lot of mental health and a lot of stress.”
Together, participants highlighted the role of emotion, technological
adaptation, and learning in protecting against potential online risks.

4.5 Recovery: Varied Indicators and Trajectories
4.5.1 Recovered, or not? Participants described their recovery from
cybercrime in personal and varied ways, often defining recovery not
just in financial terms but also through psychological and behavioral
aspects. For a few participants, recovery of monetary loss marked
a clear turning point. As P14 shared, “I was very lucky in this story
because my bank reimbursed the full amount. So I didn’t have any
issues on that front. For me, it was more of a lesson,” indicating
a sense of closure. P16 also noted, “the fact that I got the money
back definitely helped. If I hadn’t gotten it back, I think maybe it
would have felt bigger now,” suggesting that the return of funds
contributed notably to their recovery. However, some participants,
despite financial recovery, expressed ongoing emotional impact, as
illustrated by P1, “I don’t know that I’ve ever recovered from it. I’m
still hyper sensitive, hyper vigilant,” showing that recovery was not
solely about money but also about regaining a sense of security.

I think I’ve recovered. I can talk about it with people
I don’t know. I still couldn’t tell my sister or friends,
but I can speak here. I’ve probably forgotten some
details because it’s been a while, and I chose not to
think about it. (P5)

Some participants framed recovery in terms of emotional pro-
cessing, especially when their financial losses were not recovered.
P5 reflected, “I chose not to dwell on it and tried to move on with life,”
suggesting that accepting loss and emotional distancing were key
to their recovery. P6 admitted, “It did take me a while. . .maybe two
years,” indicating a long-term recovery journey. Other participants,
like P9, struggled with lingering psychological effects: “I still get
these flashbacks and struggle to sleep sometimes,” while P7 stated, “I
don’t think you ever fully recover. . . I’ve remained very wary.” In con-
trast, a few participants described recovery as a process of increased
caution and behavioral adjustment: “I have recovered from it. I’m
just very cautious. I was extremely paranoid for the first six months. I
won’t say I’m paranoid now, but like I said, I do not answer a phone
number on my cell phone that doesn’t have a name attached to it”
(P13). These narratives show that participants attributed their recov-
ery to different indicators, including monetary recovery, emotional
calm, reconciliation, and behavioral adjustment.

4.5.2 Key aspects supported victims’ recovery. The interviews ended
with a question asking about the key aspects that supported partic-
ipants’ recovery from the cybercrime. Some participants referred
to financial institutions’ timely and responsive assistance as key
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aspects, as P4 described: “My bank was responsive. . . they reported
it for me as fraud. So, definitely having the bank there to help.” Sim-
ilarly, P1 and P11 shared that service providers addressed their
requests professionally and reassured them that it was not their
fault for being attacked. Effective responses from relevant stake-
holders not only retrieved financial loss but also supported victims’
psychological recovery. As illustrated by P11:

One thing that really helped mentally was that the
person from the provider who changed everything
was basically just doing this, like it happens all the
time. They said, “We can’t identify the reason. It’s
not on you that you used your name or birth date as
a password.” That reassured me. (P11)

Furthermore, social support played an equally vital role in recov-
ery. Over half of our participants credited their recovery to being
able to seek support from family, friends, and online communi-
ties. P6 reflected, “The main thing was having a support network. . . I
felt safe to admit my mistake and seek help.” Others emphasized
the emotional relief of not being judged: “No one said, ‘Oh, you’re
stupid’. . . I was understood. People said, ‘Okay, it happened, now let’s
find solutions’” (P14). Online spaces also provided knowledge and
comfort, as P3 put it: “The key aspects are people, like friends. . . not
just physical friends, online communities as well.” These safe spaces
helped victims feel less isolated and more empowered to move
forward.

Being able to cope with and process cybercrime in order to recon-
cile with oneself was a recurring theme mentioned by participants.
Some coping strategies were found to be effective, including emo-
tion regulation, rebuilding confidence, and regaining a sense of
control. Reflection and acceptance of the loss were key: “Realizing
what I had done and accepting that I had been foolish. . . I was able to
move on with my life” (P5). Even humor helped: “I can also laugh
at myself, and I tried not to take it too seriously” (P10). Addition-
ally, a few participants emphasized that viewing the incident as a
learning experience contributed to their recovery: “I just tried to
put it down to a life lesson. . . Take that onwards” (P8). These external
support and internal factors helped victims transform a distressing
experience into an opportunity for developing secure practices and
psychological resilience.

4.6 Gaps in Victims’ Needs and Institutional
Actions

4.6.1 Reporting cybercrime to law enforcement: low response ef-
ficacy and disappointment. Most of our participants have not re-
ported cybercrimes due to a perceived lack of efficacy and emo-
tional barriers. As P2 pointed out that many cybercrimes were
cross-jurisdictional, “it’s not really anything they [police] can do
about it.” Others felt that the reporting to police would be futile
because “they’re not going to be the ones to give me the money back”
(P4), or believed that “telling them that information [is] not really
going to help the backlog of other crimes” (P9). Emotional barriers
such as embarrassment and shame also played a role among a few
participants; for example, P3 described, “I felt a bit embarrassed
to tell the police that I got scammed.” Some were deterred by the
anticipated complexity of the process, with P6 noting, “I thought it

would be too much hassle. Like, it would be a lot of paperwork. Take
a lot of my free time up.”

Some participants assumed that service providers would handle
the reporting automatically after they reported the cybercrimes to
them. For those who did report their incident to law enforcement,
the experience was often marked by a lack of follow-up or resolu-
tion. P9 shared, “They said, ‘we’ll get back to you.’ Nobody ever got
back to me. . . it was not a priority,” while P14 recalled, “I submitted a
very detailed report. . . but I never got any follow-up on it.” Even when
reports were acknowledged, the response was often generic and
indifferent: “They sent a letter saying, ‘We did our best, but we had
to close the file’” (P11). These experiences reveal victims’ perceived
low response efficacy and disappointment in law enforcement’s
responses to cybercrime.

4.6.2 Individuals who had limited social support: avoidant coping.
Even though social support was revealed as a key aspect that sup-
ported victims’ recovery, we found that two types of participants
had limited social support. First, participants with high digital liter-
acy who acted as supporters for others received less support from
their own social networks. For instance, P2, P12, and P15 specifi-
cally mentioned that they actively provided technical support to
their social network regarding common attacks. Thus, they relied
on their own knowledge or sought online content to mitigate the
risks. This might lead to other concerns. In P2’s case, they attributed
their card information breach to an ATM, based on exchanges in
local Facebook posts. We argue that individuals should scrutinize
security resolutions from unverified sources, as platforms like Face-
book, Reddit, or YouTube might not reveal the true reasons behind
a data breach (P2) or serve the best interests of victims (P3).

Second, some participants ended up using avoidant coping to
mitigate the negative impacts, which reflects a tendency to avoid
directly confronting or resolving the problem, instead relying on
emotional numbing or psychological distancing [24]. In P5’s case,
they lived by themselves and described an introverted personality:
“I’m quite introverted and tend to keep to myself.” They chose not to
think about the romance scam as a coping strategy. Similarly, P10
and P13 demonstrated withdrawal from technology usage and a
loss of trust in digital services, partly because they had not received
any closure regarding the cybercrimes they experienced and thus
had to move on while living with the uncertainty. Insufficient sup-
port following victimization may contribute to victims adopting
avoidant coping strategies and withdrawing from digital technolo-
gies. This lack of support was also discussed by P14: “I imagine not
everyone has that kind of support. I don’t know if the government has
put anything in place for the aftermath, like how to file a report, or
any kind of support systems for victims of scams, or even psychologi-
cal follow-ups.” Notably, there are victim support organizations for
cybercrimes in all of the countries where our participants reside;
however, none of them interacted with or sought support from
such organizations.

4.6.3 Platform vulnerability versus individual action. Cybercrimi-
nals exploited a wide range of digital platforms to facilitate their
attacks. Financial institutions such as banks, crypto exchanges, and
money transfer companies were frequently exploited by attackers to
receive payments, while e-commerce platforms were manipulated
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Figure 1: Visual summary: we identify four stages following cybercrime victimization in this study: recognition, coping,
processing, and recovery. Note: we present these four stages thematically, without implying a chronological sequence among
them.

through fake profiles and fraudulent transactions. Social media plat-
forms, including Facebook and Instagram, were commonly abused
for impersonation, scammer promotion, and romance scams, and
message apps like WhatsApp and Telegram were used to manip-
ulate recipients. Food delivery services and dating platforms had
weak protections for their users. Corporations such as airlines and
delivery companies were commonly impersonated to target their
customers and could be deceptive even for individuals with high
digital security literacy. These cases demonstrate the wide vulnera-
bility of digital platforms to being exploited by attackers to facilitate
cybercrimes targeting individuals.

Even if I got in touch with Uber Eats, I don’t think
I’d get anywhere. And it’s not like Uber Eats is going
to give me the name and address of the person who
scammed my card. And then if they did, what would
I do with that information? I’m not going to hunt
them down like Liam Neeson. (P2)

A few participants shared their stories about how relevant stake-
holders supported them in retrieving monetary losses or mitigating
the attacks. However, most participants described their disappoint-
ment with how digital platforms “ignored” cybercrimes that ex-
ploited their platforms. Consequently, P2 indicated that they used
Uber Eats less after the unauthorized payment incident happened
on the application. P17 reduced their frequency of using Facebook
due to the feeling of being “unprotected.” P18 had not used the
e-commerce website since the buyer scam on the platform, and P13
uninstalled all digital payment applications from their smartphone
due to fear of leaking bank information. In P14’s case, they believed
their bank did a poor job in providing emergency support during
the impersonation incident; thus, they switched to another bank
afterwards. These cases exemplify that when victims considered
that responses from digital platforms were indifferent, incompetent,
or lacking care, they tended to disengage from these platforms.

4.7 Summary of Results
RQ1. Beyond monetary or digital loss, all victims went through

varying degrees of psychological distress and lost time while miti-
gating the cybercrimes. The negative impacts of cybercrime could
extend months after the incidents, including continuous attack

attempts and a loss of trust and safety toward the exploited technol-
ogy. Victims commonly went through four stages after encounter-
ing cybercrimes: recognition, coping, processing, and recovery (see
Figure 1 for a visual summary). These four stages were identified
thematically, without implying a chronological sequence among
them. Moreover, not all victims experienced all four stages. Vic-
tims employing emotion- or problem-focused coping strategies
mitigated the harms of cybercrimes more effectively than those
who relied on avoidance. When moving into the processing stage,
individuals rationalized what happened, adapted to the adverse inci-
dent, or integrated the experience into their daily routines. Overall,
they emphasized the importance of maintaining skepticism and
caution online to ensure digital safety.

RQ2. Individuals defined their recovery not just in terms of mon-
etary recovery but also through emotional calm, a sense of regained
control, reconciliation with themselves, and behavioral adaptation.
The financial institutions’ assistance to cybercrime victims was the
key factor that influenced the recovery of monetary loss. Victims
relied primarily on their close ones and self-regulation to cope with
negative emotions, and, in some cases, close ones supplied them
with technical support and problem-solving strategies. Further, be-
ing able to rebuild their confidence in managing digital devices
and accounts and to draw positive lessons from their victimization
experience were the key aspects that supported their recovery and
developed their cyber resilience.

5 Discussion
5.1 Conceptualizing Individual Cyber

Resilience
Several components of individual cyber resilience identified in our
interviews overlap with previous conceptualizations. For exam-
ple, Dupont [38] described five dimensions of organizational re-
silience: dynamic (encompassing activities before, during, and after
incidents), networked (the embeddedness of organizations within
socio-technical systems and collaboration across units), practiced
(the outcome of sensemaking skills, surge capacity, interpersonal
trust, and institutional ties), adaptive (capacities to adapt during
crises and learn from experience), and contested (the compromises
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Figure 2: Visualization of individual cyber resilience.

between efficiency and adaptability). We find that dynamic, prac-
ticed, and adaptive are also meaningful at the individual level. In
parallel, Joinson et al. [61] conceptualized human cyber resilience
with four sub-dimensions: self-efficacy (perceived ability to respond
to cyber threats), social support (emotional and technical support
from one’s networks), learning and growth (skill development and
reflection following incidents), and helplessness (feelings that un-
dermine resilience). Our interview findings also reflected these four
sub-dimensions.

When compared with the potential components we outlined
in Table 1, some were indeed described by victims as aiding their
recovery process; however, others, for example, law enforcement,
victim support organizations, and service providers, were perceived
as either insufficient or ineffective in victims’ recovery processes.
This gap suggests that while some components are already func-
tioning as supporting mechanisms, others require strengthening to
fulfill this role effectively. Further, referring to the psychological
resilience conceptualizations [64], we agree that resilience could
emerge from the dynamic interaction among: (1) static traits, the
protective factors individuals acquired through daily experiences;
(2) processes, developed during or after exposure to adversity; and
(3) context sensitivity, reflecting the ways situational cues shape
protective responses. Synthesizing these perspectives, we concep-
tualize individual cyber resilience with the following three
dimensions: context sensitivity, internal factors, and external sup-
port. See Figure 2 for an overview of this conceptualization.

Context sensitivity. We define context sensitivity as individu-
als’ capacity to detect and adapt to situational risky cues in their
technology use. Contextual factors influence individuals’ suscepti-
bility to cybercrime, such as distractions, time pressure, unfamiliar

language, and social norms [37, 86], or coincidental triggers. Ex-
tending this perspective to resilience, we postulate that individuals’
sensitivity to the potential risks associated with contextual factors
improves their safe responses. Moreover, context is equally relevant
for external supporters, which influences whether their responses
and services align with victims’ lived circumstances.

Internal factors. Internal factors comprise resilience components
that individuals develop and deploy according to their own willing-
ness. We differentiate between static traits, which are cultivated
through everyday experience, and process factors, which are acti-
vated during or after cybercrimes.

• Security knowledge: Individuals acquired security knowl-
edge through formal and informal learning [76], workplace
training, professional experience, and prior victimization
experience. Security knowledge enhances individuals’ abil-
ity to identify unsafe interactions, recognize attacks, and
anticipate potential consequences.

• Cybersecurity self-efficacy: Although high self-efficacy
did not eliminate susceptibility, we observed that individuals
who self-reported as having high self-efficacy were able to
anticipate consequences and effectively mitigate negative
outcomes, largely independently of external support.

• Hygiene practices safeguard the security and integrity
of personal information on digital devices from cyberat-
tacks [94]. For instance, strong password management or
multi-factor authentication provides layered defenses that re-
duce vulnerability to attacks, and backup practices increase
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resilience against data loss [102]. Meanwhile, we acknowl-
edge that while maintaining a certain level of hygiene prac-
tices has been found to increase cyber resilience in both indi-
vidual and organizational contexts, not everyone should be-
come hyper-vigilant toward all types of cybercrimes. There
are “unintended harms” [29] and “hidden costs” [22] associ-
ated with training people in these hygiene practices, and they
are not the ultimate solution for countering cybercrimes.

• Coping strategies: Our interviews revealed four broad
categories of coping strategies after cybercrimes: emotion-
focused, problem-focused, avoidant, and misinformed cop-
ing. Aligned with Baker and Berenbaum [8], individuals
who choose active coping strategies tend to experience more
positive emotions when addressing stressors. Each coping
category encompasses a range of more specific strategies
that future studies could examine in-depth [60].

• Learning and growth: Consistent with Joinson et al. [61],
post-incident reflection, continuous skill development, and
behavioral adjustment contribute to individuals’ cyber re-
silience. Across both individual and organizational contexts [74],
learning from incidents was considered one of the key pre-
ventive measures for future attacks.

External support. External support refers to resources and inter-
ventions beyond individuals’ direct control, typically provided by
other stakeholders. Further, we distinguish between components
that are already “in-practice” and those that remain “in-prospect.”

• Social support: Family, friends, and online forums were
commonly cited as social supporters [34, 36], and they pro-
vide emotional support, technical assistance, and problem-
solving guides, helping victims both manage distress and
mitigate cybercrimes.

• Technical support includes performing security checks,
troubleshooting compromised devices, removing malware,
restoring operating system functionality, and modifying ac-
count settings to enhance security (e.g., changing passwords,
enabling two-factor authentication).

• Service providers include financial institutions, telecom-
munication providers, and online platforms. Some finan-
cial institutions were recognized for their role in recovering
monetary losses and offering timely, empathetic support.
However, victims expressed reluctance to interact with on-
line platforms that were exploited by attackers to facilitate
attacks. These service providers may be in a position to iden-
tify signs of scams (e.g., in P5’s case) and malware infections
[18] earlier than affected customers themselves. Accordingly,
they should play a more proactive role in detecting, com-
municating about, and mitigating attacks that exploit their
services.

• Law enforcement: Victims often perceived law enforce-
ment as having low response efficacy; however, this does not
negate law enforcement’s role in enabling resilience [33]. We
revealed a lack of clarity from law enforcement regarding
the standard procedures victims should follow after experi-
encing cybercrimes.

• Victim support aims to provide timely emotional assis-
tance and procedural guidance to help cybercrime victims

mitigate harms [71, 84]. Although different victim support
organizations are available to aid cybercrime victims in all
the countries of our participants, none of them sought help
from them.

5.2 Trauma-Informed Support for Cybercrime
Victims

Cybercrime victims often experience both high-arousal and low-
arousal negative emotions, internal and external blame, and even
long-lasting mental health impacts. Prior studies indicated that
some victims even developed post-traumatic disorders and suici-
dal thoughts [9, 98]. It is critical for service providers to provide
timely and trauma-informed support for victims [68], because, as
we observed, service providers are often the first point of contact
victims reach out to mitigate cyberattacks. While cybercrime vic-
tims and survivors of technology-enabled intimate partner violence
(IPV) face distinct challenges [46], both require sensitive, trauma-
informed support that addresses the technical and emotional im-
pacts of digital harm. Following Zou et al. [103], we recommend
that service providers deploy training for customer service staff
to raise awareness about the technical and emotional harms that
victims experience. Furthermore, customer service agents should
be equipped with trauma-informed communication strategies and
guided responses to common cybercrimes, emphasizing empathy
and practical assistance. More systematic examinations are needed
to explore which established IPV support practices are transferable
for helping cybercrime victims.

Further, some victims may recover relatively quickly, whereas
those who experience emotional harm and withdraw from technolo-
gies may require more tailored support. Customer service teams
should create “respectful, welcoming, safe, and helpful” settings and
consider each victim’s unique needs and the obstacles they face [40].
Besides the empathy toward the primary victims of cybercrime
(their customers), service staff need to caution their own vulnera-
bility as “second victims” when repeatedly exposed to traumatic
conversations [35]. Informed by studies of secondary traumatiza-
tion in health management [81], customer service staff might face
various negative emotional impacts in isolation, and this requires
professional monitoring and intervention in place. Nevertheless,
through the process of assisting victims to address incidents, it could
also lead to strengthened resilience in those providing support [54].
Organizations should implement internal supporting mechanisms
to ensure that the service team receives adequate psychological
counseling and emotional support, as the premise for providing
empathetic victim assistance.

The blame and shame associatedwith cybercrimewere imprinted
into individuals’ minds through their lived experiences, and we
need to reflect on our past emphasis on shame and blame narra-
tives in cybersecurity communication. Our participants came from
diverse backgrounds, and even among cybersecurity profession-
als, it is indeed the case that “anyone can be a victim.” Prior work
has shown that invoking shame in cybersecurity communication
can have detrimental effects: Renaud et al. [80] revealed that such
strategies can induce psychological distress, undermine mental
well-being, disrupt personal lives, and strain workplace relation-
ships. Likewise, we call for awareness campaigns to reduce the
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shame and blame associated with cybercrime victimization [34].
Further, given that individuals learn about cybersecurity through
both formal and informal channels [76, 97], we caution against
cybersecurity communication that overemphasizes vulnerability
or relies on scare tactics, as these may inadvertently exacerbate
harm rather than promote psychological safety. We encourage the
development of interventions that foster positive social and emo-
tional exchange between lay people and security experts [50, 95],
as well as interventions that bring intrinsic values to their target
users [28].

5.3 Practical Implications and Open Challenges
5.3.1 Proactive consumer protection: roles of finance institutions and
digital platforms. Some financial institutions responded to victims
promptly, while others were not well-prepared to address urgent
requests. In the case of UK banks, this might be partly due to the
country’s pioneering role in financial regulations. For example, Au-
thorized Push Payment (APP) fraud has been subject to mandatory
reimbursement rules for eligible consumers in the UK since Octo-
ber 7, 2024 [90]. Consequently, this provision requires UK banks to
share greater liability in fraud detection and real-time monitoring
to counteract evolving frauds, which will result in fewer frauds
exploiting bank payments [69]. Other countries and regions should
also consider adopting stricter financial regulations to protect the
public. Such regulations would incentivize financial institutions to
devote more resources to monitoring financial fraud and to mitigat-
ing attacks that exploit their services. Another promising direction
is tailoring cyber insurance products to the needs of individual
users. As an emerging topic in information security management,
cyber insurance mitigates cyber risks and enhances risk manage-
ment standards [101]. Insurers should assess the cybercrime land-
scape targeting individuals and help consumers better understand
what their policies cover [56]. However, several issues, including
contractual details, reporting requirements, victimization statistics
and access to security solutions [59], remain unclear for individual
consumers and need further investigation.

Unfortunately, participants described that social network plat-
forms lagged in their support and seemed not to care about wide-
spread cybercrimes on their platforms (e.g., crypto investment
scams on X, romance scams on Instagram, task scams on TikTok).
These platforms, in some cases, even benefited from attackers pur-
chasing advertisements from them [9], which were used to attract
victims. Platforms should actively examine the tactics attackers use
to exploit their services, implementing measures such as blocking
suspicious keywords, interface warnings, and encouraging report-
ing [17]. Furthermore, more rigorous account verification should
be implemented to reduce the risk of scammers creating convincing
fake profiles [72]. Social media posts often contain user metadata,
link referral headers, and other information, which not only en-
able partial tracing of an attack’s origin but also help reconstruct
the scamming chain [3]. Digital platforms should leverage such
metadata to help identify and block scammers on their platforms.
Last but not least, individuals are almost incapable of constantly
catching up with evolving cybercrimes; addressing this societal
challenge requires proactive governmental intervention [79]. The
latest EU legislation introduced new rules to protect customers

from fraud [41], explicitly outlining online platforms’ liability when
they fail to remove fraudulent content after being informed. This
provides a clear example for legislators in other regions to com-
pel online platforms to take serious actions against cybercrimes
exploiting their services.

5.3.2 Reporting to, trainings for, and collaboration with law en-
forcement. Law enforcement faces several challenges in responding
effectively to support victims. Statistics indicate that most cyber-
crimes were not reported to authorities [47, 82]. Some victims were
overwhelmed by shame and embarrassment (see 4.6.1). For those
who did report, many found that law enforcement can offer limited
assistance [72]. Our study further revealed that victims are often
unclear about the procedures they should follow after experiencing
cybercrime, and they assumed that service providers had the duty of
reporting all cybercrimes. Many victims feel cognitively burdened
by the assumption to complete various forms and recall traumatic
details while still emotionally affected by the incident. Experts
recommend treating cybercrime victims as vulnerable individuals,
offering early referrals to counseling, and ensuring empathetic and
respectful handling to prevent re-victimization [98]. Establishing
victim-focused units trained in cyber psychology could improve
support for cybercrime victims. To reduce cognitive demand and
avoid emotional re-victimization [66], an easy-to-complete report-
ing system is urgently needed to streamline incident documentation
and facilitate victim support [5, 82]. We envision such a system as
one that does not require cybercrime victims to repeatedly recall
and retell their traumatic experiences whenever they interact with
different stakeholders (e.g., law enforcement, financial institutions,
or online platforms). Instead, the system would act as a central-
ized facilitator that helps victims document incidents once, notifies
relevant organizations as needed, supports harm-mitigation steps,
and provides tailored guidance based on the specific cybercrime
encountered.

We need to develop cross-sector initiatives in collaboration with
law enforcement to address the evolving threat landscape. Only half
of the surveyed Australian police officers have received cybercrime-
related training, with even fewer trained in managing digital crime
scenes or directing incident reports [100]. Building the digital foren-
sic capabilities needed to track attackers more effectively remains a
significant challenge [72]. Officers acknowledge the seriousness of
cybercrime and advocate for a centralized approach that brings to-
gether multiple government agencies [32]. However, jurisdictional
issues, technological barriers, and a lack of understanding among
senior officials hinder progress [32, 33]. The rapidly evolving nature
of cybercrime (e.g., emerging scams that combine romance manip-
ulation with cryptocurrency investment [31]) demands continuous
training and collaboration between law enforcement, industry, and
academia.

5.3.3 More visibility and accessibility for victim support organiza-
tions. Although our study does not identify the reasons why none
of the participants contacted support organizations, it may point to
limited awareness or visibility of the support organizations, barriers
to accessing them, or a lack of perceived relevance or trust. Limited
studies have examined the interaction between cybercrime victims
and support services [30, 52], revealing that victim support func-
tions not only as a procedural guide and coordination but also as
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emotional reassurance and prevention of counterproductive actions.
Future work could explore barriers in cybercrime help-seeking to
ensure that specialized support is accessible, relevant, and visible to
cybercrime victims. Institutions can take several concrete steps. For
instance, service providers can directly integrate victim support
organizations onto their reporting portals and train first contacts
of victims (e.g., customer service and police) to clearly and empa-
thetically refer them to the relevant support organizations. Further,
aligning with prior studies [15], some victims sought advice for
mitigating cybercrimes from online forums. Our findings show that
input from other users in online forums, such as Reddit, can also
discourage users from taking proactive steps after experiencing
cybercrimes. Online platforms could improve content moderation
to prevent harmful advice that misguides victims or discourages
them from seeking help. Future research could examine how online
spaces influence victims’ coping and how moderation policies can
promote more effective victim support.

5.4 Limitations and Future Work
In this section, we discuss some limitations of our study and pro-
pose some opportunities for future work. First, our interview pro-
tocol was carefully designed to minimize the psychological harm
caused by recalling victimization experiences; however, we can-
not conclude with certainty that no harm was triggered during
the interviews. Future studies could incorporate trauma therapists
into the study design to provide active counseling for participants.
Some incidents described by participants happened several years
earlier (e.g., P10 and P11). Nevertheless, they were able to recall
the events with detail and consistency, for instance, the service
providers involved, the impacts of the incidents, and their subse-
quent responses. We postulate that repeated exposure to reminders,
such as using email or encountering similar online marketplaces,
may have reinforced their memories over time. At the same time,
we acknowledge that recalled memories can change as time passes
and may be subject to recall bias.

Second, six out of 18 participants reported intangible losses,
such as stolen bank information, credentials, digital files, and other
sensitive personal data. We are unable to determine the exact long-
term effects of these losses, as such accounts are often harvested
and later exploited by fraudsters to bypass security mechanisms.
Further, as the participant sample was predominantly affected by
financial scams, the emotional and psychological impacts identified
may not capture the experiences of victims of other cybercrimes,
such as romance scams, which can involve different and potentially
more severe trauma responses.

Third, as all our participants were residents of Western Eu-
rope, the types of attacks described may be biased toward region-
specific incidents. Therefore, cyberattacks targeting other regions
may have been underrepresented. The authors’ language skills also
constrained our choice of countries. Nevertheless, we believe the
research community and practitioners can still draw insights from
our findings and further examine cyber resilience in other regions.

Fourth, our study focused on understanding cyber resilience
through first-hand victim experiences. Because we did not include
participants who provide external support, such as victim support

organizations, financial institutions, or counter-fraud teams at digi-
tal platforms, our findings reflect only one perspective. Future work
could engage different stakeholders to explore how they might
proactively reach out to victims and provide timely, effective sup-
port.

Fifth, our study identified several protective factors that con-
tribute to cyber resilience. However, it is equally important to in-
vestigate factors that hinder its development. While we focused on
strategies and actions that support resilience, future work could
examine behaviors, conditions, or systemic gaps that fail to sup-
port—or even reduce—individuals’ cyber resilience. Understanding
these barriers would provide a more comprehensive perspective by
highlighting not only what enables individuals to recover but also
what obstructs or undermines that process.

Finally, while thematic analysis is a robust method for concep-
tualization [70], grounded theory is more appropriate for building
conceptual frameworks through systematic procedures [25]. Due
to the sensitivity of the interview topic and the limited availability
of our on-call therapist, we chose thematic analysis to address our
research objectives. Future research could apply grounded theory
or other methods to further refine our findings.

6 Conclusion
Beyond monetary loss, compromised data, and lost time, cyber-
crime victims experienced blame, psychological distress, loss of
trust, or withdrawal from digital technologies after their incidents,
even persisting for months. The protective factors and aspects
that contribute to individual cyber resilience remain underinvesti-
gated [9, 61]. Building upon previous work on organizational cyber
resilience [6, 38] and human cyber resilience [61, 102], we advance
the understanding of individual cyber resilience by offering an
empirically grounded conceptualization. We emphasize that con-
text sensitivity, internal factors, and external support collectively
contribute to individual cyber resilience.

Through trauma-informed interviews with cybercrime victims,
we reveal challenges that remain in current support infrastructures
and highlight the need for context-sensitive, trauma-informed sup-
port from service providers, law enforcement, and victim support
organizations. Our findings inform the design of emotionally sup-
portive and practically equipped support infrastructures. We call on
the HCI community to further explore effective reporting systems
and cross-sector collaborations that address the harmful impacts of
cybercrime.
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A Recruiting questionnaire, informed consent,
and interview protocol for the study

A.1 Recruiting questionnaire distributed on
Prolific

Title: Share your experience with cybercrimes
Welcome to participate in our research project, which aims to un-

derstand individuals’ experience with various types of cybercrime.
The findings of this study inform future mitigation strategies and
better support mechanisms for cybercrime victims. We are a team
of researchers from MPI-SP and the University of Luxembourg.

This initial survey takes approximately 1-2 minutes to complete.
It collects anonymous demographic information and asks whether
you have experienced a cybercrime. You may also indicate your
interest in participating in a follow-up interview study sharing your
story in more depth. You are free to discontinue your participation
in the questionnaire or interview at any point, without the need to
provide any explanation. The interview lasts around 30-40 minute,
and we compensate your time with £25 Prolific bonus (alternative:
€30 gift voucher).

This study has been reviewed and approved by the MPI-SP Ethics
Review Board and complies with the GDPR data processing. All in-
formation collected will be handled with the highest confidentiality.
Survey responses are anonymous, and any identifying informa-
tion collected for interview recruitment will be removed before
publishing results.

If you have any questions about the study, please feel free to
contact the research team: xiaowei.chen@mpi-sp.org

Please indicate that you understand the information provided
and agree to participate in this survey (Selected choice).

• No. I do not want to participate in the study.
• Yes. I want to participate in the study.

(1) What is your Prolific ID?
(2) What is your gender? (Selected Choice)

– Woman; Man; Non-binary/third gender; Prefer not to say;
Prefer to self-describe – Text

(3) Please indicate your age.
(4) What is your current occupation?
(5) What is your highest achieved degree? (Selected choice)

– High school diploma; Vocational training; Bachelor’s degree;
Master’s degree; Doctoral degree; Prefer to self-describe – Text

(6) Have you experienced a cybercrime before? (Selected choice)
– No; Yes. Phishing/spoofing; Yes. Financial fraud; Yes. Cryp-
tocurrency scam; Yes. Romance scam; Yes. Malware; Yes. Ran-
somware; Yes. Other cybercrimes (describe in text box) – Text

(7) Could you provide a brief account of what has happened?
(8) When did the above-mentioned cybercrime happen? (fill in

month/year, e.g., 06/2024)
(9) People have different preferenceswhen it comes to talking about

cybercrime experiences. Which of the following statement best
describes you? (Selected choice)
– I generally find it helpful to share with other of my experiences.
I find it distressing to talk about and revisit my experiences. I
am not sure; it depends on the situation.

(10) Do you want to participate in our interview on cybercrimes? It
will be conducted via Zoom remotely and last approximately
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30 to 45 minutes, and you will receive a £25 Prolific bonus
(alternative: €30 gift voucher) as a token of appreciation for
your time.

(11) Please indicate your availability by providing a preferred date
and time (e.g., 4 July, 10:00 am).

(12) Please indicate an email address that we can invite you for the
interview via ZOOM.

A.2 Informed consent
(In addition to the consent form sent to each interviewee prior
to the interview, we obtained informed consent before recording
each session. ) [Welcome the participants] Briefly introduce the
interviewer, a researcher at the University of Luxembourg (visiting
MPI-SP), working on supporting people recover from cybercrimes.
This is a collaborative project with researchers at MPI-SP. The
interview will have three main parts:

• First, we would like to know some details of the cybercrime
you encountered (when, how, which platform, and your re-
sponses).

• Then, we want to ask how you coped with the incident and
aspects that contributed to your recovery.

• Last, we are curious about your reflections and recommen-
dations to others regarding similar cybercrimes.

The interview will last around 30 to 40 minutes. And we will
compensate you with a £25 Prolific bonus (or a 30 euro gift Voucher)
for your time contributing to this research.

The data we collect: The interview will be audio recorded to al-
low us to transcribe the conversation with MAXQDA, a GDPR com-
pliance transcription service. After transcription, the transcripts
will be anonymized. Any identifiable information will be removed
prior to publication. Your audio recordings will be deleted perma-
nently after publication. During the interview, you can skip ques-
tions that you do not want to respond, and you can stop whenever
you want. You also have the right to withdraw from the research
after the interview.

Do you have any questions regarding the interview or data
collection . . .OK, now I will start the recording, and could you
confirm that you give consent to be audio recorded as part of this
study?

A.3 Interview protocol
Section 1: Elicit a detailed account of the incident (Some of
these questions were inspired by Veisi et al. [92].)

(1) First, can you tell us your story of the cybercrime? Feel free
to share as much as you like. This might be difficult to talk
about, and you can stop whenever you want.
[Follow-up question, if they are not mentioned:] Which plat-
form or application were you using when the incident oc-
curred?
[Follow-up question, if they are not mentioned:] What was
the impact of the incident, for example, has the incident
caused you some losses?

(2) Before this incident, have you experienced other cybercrimes
targeting you? (How about your friends or family members?)

(3) How confident are you in managing your digital devices and
online accounts?

(4) Where did you learn these practices you just mentioned?
(5) Have you had any forms of training related to cybersecurity

or online safety?
(6) How did you feel after the incident?

[Follow-up question: Can you tell me a bit more about [the
topic]? ]

Section 2: Individual’s recovery process
(1) To what extent have you recovered from the incident? [Allow

the interviewee to define what recovery means to them.]
(2) How did you try to resolve the issue, if any?
(3) Which aspects of your life experience supported your recov-

ery?
[Follow-up question, if they are not mentioned:
• Have you sought help from family, friends, colleagues, or
online forums?
• Have you contacted the platform, device OS, or the appli-
cation for help? If yes, how was the process?
• How was your impression of [the platform]? Do you think
they would be interested in countering cybercrime?
• Have you contacted Law enforcement, financial institutions,
or insurance companies? (If not: Howwas your impression of
the law enforcement? Do you think they would be interested
in the cybercrime?)

Section 3: Lessons learned
(1) Have you developed any new practices after the incident
(2) Have you made any changes to your online habits due to

this incident?
(3) How do you currently protect yourself against similar crimes

in light of this cyber incident?
(4) What advice would you offer to others who might fall into

this incident based on your experience?
(5) Thank you so much for sharing your experience. Could you

take a moment to reflect and summarize the key aspects that
supported your recovery from the incident?

Debrief session: Address any questions the interviewees may
have. Acknowledge that recovering from the experience of cyber-
crime may take time; and there are local support organizations
that can provide assistance. Offer practical suggestions on how to
protect themselves against the type of cybercrime they experienced.

B Cybercrime experience shared by study
participants

P1 is a sales manager. He travels regularly to meet clients in Euro-
pean and Asian countries. In 2018, when he just arrived in Malaysia
for a business trip, he discovered around £2,500 had already been
transferred out of his account. He realized that his bank account
had been “hacked.” P1 contacted his bank immediately. Customer
service transferred him to the cybercrime unit, reassuring him that
everything would be under control. They helped him retrieve the
money within two days. He never figured out how his bank ac-
count was compromised. Another cyber incident occurred in
July 2025. P1 received two emails from Qantas Airlines (Australia)
stating that his name, email, and phone number had been leaked
due to a recent cyber incident on 30 June 2025. He should “remain
alert, especially through email, text messages, or telephone calls,
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particularly where the sender or caller purports to be from Qantas”
(Quote from the email content shared by P1).

P2 works as a funeral director at a company with hundreds of
employees. One day in 2025, while driving to work, he received a
stream of notifications about payments made to Uber Eats. The de-
ductions ranged between £20 and £30, totaling around £300. Amid
the distractions caused by the continuous notifications of unau-
thorized payments, P2 had to find an opportunity to pull over
on the motorway. He contacted the bank immediately, and they
helped him block his card and recover the money. Prior to this
incident, P2’s eBay account had been compromised a couple of
years earlier, and someone was able to place a random order using
his account. P2 contacted PayPal, and the order was successfully
canceled.

P3 works as a support worker. One day in 2024, she received a
message onWhatsApp: “Are you interested in a part-time job?”
The person persuaded her to open a crypto account and invited her
to create a task account on awebsite. After a few days, she “earned”
nearly £400 through a couple of “lucky orders,” but to withdraw this
money, she had to deposit some cryptocurrency into her account
as a guarantee. After she deposited £500, her task account suddenly
went into the negative. The person told her that another “lucky
order” had just arrived. This time, she would get thousands after
finishing the task. Luckily, P3’s friend alerted her that this was a
task scam after learning her story and advised her to block the
scammer. P3 did not lose any additional money; however, she was
unable to recover the £500 she had deposited into her task account.

P4 hosts career counseling workshops for different UK schools. In
2025, she received multiple alerts from her bank about failed pay-
ment attempts at various food shops. Although the transactions
didn’t go through because she canceled the card a few days ago, it
became clear that someone had somehow accessed her card details
and tried to initiate unauthorized payments. A few years ago,
P4 accidentally clicked on an ad link while using a free music con-
verter website. That link turned out to be malicious, and amalware
infected her laptop. P4 had to get help from her brother to remove
it by deleting files and reinstalling the device’s operating system.

P5 works as an account clerk. He joined a dating site in 2022 and
exchanged messages with a person who claimed to work abroad for
the Foreign Office. The conversation seemed genuine at first, but
soon the person started to request financial support for different
reasons via Instagram, such as medical treatment and process-
ing fees for gold coin legacy. Despite initial doubts, P5 ended up
making several transfers to the person’s account. Eventually, the
bank noticed the suspicious transaction and warned P5 that he was
being scammed. In total, P5 had sent around £16,000. Fortunately,
half of the amount was retrieved by his bank.

P6 works in risk modeling for financial institutions. In December
2021, influenced by university peers and out of personal interest,
she subscribed to investment advice from a crypto coach for £500.
Some recommendations from this coach seemed legitimate, others
dubious. One recommendation led her to download a beta cryp-
tocurrency game, after which suspicious folders appeared on the
desktop and Windows security was disabled. University IT support

confirmed the presence of Trojans and removed the malware. Af-
ter that, she also could not unsubscribe from the crypto coach’s
service, and she eventually asked her bank to block payments.

P7 is a tram driver. He experienced a targeted bank service
scam in 2023. The day after P7 transferred £25,000 to pay off a
mortgage, he received a call from someone claiming to be from
the receiving bank. The caller knew P7’s name, bank, and transfer
details, which made the call seem plausible at first. They told P7
the money hadn’t arrived and instructed him to initiate a second
transfer. However, inconsistencies in the conversation and pressure
to act quickly raised red flags. Eventually, P7 ended the call and
checked with his bank about the transaction. P7 suspects his bank
informationmight have been leaked through his phone or computer,
though the exact source remains unclear.

P8 is self-employed. He was in a desperate situation to earn
money for a family member’s medical treatment in early 2024. Act-
ing on advice from a media outlet, he invested £3,000 in the presale
of a meme coin project. The project proved to be a crypto rug pull:
the team behind it drained all raised funds before other investors
could sell their tokens. P8 was unable to recover his losses. Through
investigation with other investors in a Telegram group, they con-
cluded that the presale was a scam, facilitated by exploitable flaws
in the investment contract.

P9 works as a service manager. In December 2024, when P9 was
out with friends, he received a phone call from a person claiming
to be from Coinbase customer support. A couple of days ago, P9
indeed contacted Coinbase via email for a transaction. The scammer
deceived P9 into providing personal login information, which led to
the loss of £200 worth of cryptocurrency from his Coinbase wallet.
Despite contacting Coinbase and receiving standard responses, P9
could not recover the lost cryptocurrencies.

P10 is a care assistant. In 2018, she sold her iPad (128GB) on eBay
for €200. However, the buyer complained that the device was not
as described and demanded a refund. P9 had little experience with
eBay and felt intimidated by the threat of being reported to eBay,
and agreed to reverse the transaction. Upon receiving the returned
iPad, she discovered that the original iPad had been replaced
with a 32GB storage one. After a series of legal processes, she still
could not retrieve her original iPad when we interviewed her.

P11 is a researcher in psychology. One day in 2018, she received
a very angry email from a stranger, warning her to stop sending
scam emails. When P11 read the thread, she discovered that the
scam emails this person referred to had indeed been sent from her
account. P11 logged into her email and noticed that some emails
appeared and then disappeared immediately. Her email account
was compromised and exploited by scammers. With technical
support from her email provider, a German telecommunications
company, P11 changed her passwords and even reset her client
numbers at the company.

P12 is a researcher in cybersecurity. In 2024, P12 moved to Ger-
many for work. He was waiting for a delayed parcel when he
received a fake DHL delivery SMS. Although he usually ignored
such messages, this one was in German, and the timing made it
seem plausible. In a rush, P12 clicked the link and entered his card



CHI ’26, April 13–17, 2026, Barcelona, Spain Chen et al.

payment details on a fraudulent DHLwebsite to “track” the delivery.
Within a minute, P12 realized it was a scam and blocked his card.
Fortunately, he submitted the virtual card, which could be canceled
conveniently.

P13 works as a strategic advisor. In 2023, one Saturday morning,
she first received several suspicious SMS messages, followed by
a phone call impersonating her bank. The scammer claimed
there were issues with her account and even provided accurate
financial details about her balances, which made the call appear
credible. They asked her to log in to her account via mobile, but she
refused, citing technical issues and preferring to use a computer.
Eventually, P13 used another phone to contact her bank’s customer
service directly. The staff confirmed that her account had been
targeted and helped her lock the account. Later, P13 reckoned that
her information had likely been leaked because her father’s email
was phished, leading to scam calls to other family members as
well. Although she suffered no financial loss, the incident made her
more wary of online security.

P14 is a student in a master’s program in communication. In 2024,
while P14 was waiting for a parcel, she received an SMS that led
to a fraudulent delivery website requesting personal and card
information. Afterwards, reminded by her boyfriend, she blocked
her bank card. Later, she received a phone call claiming to be her
bank customer service, offering support to address suspicious
account activity. The scammer then added multiple beneficiaries to
her bank account and made several transfers, totaling €3,000. With
support from her boyfriend and a family member, she blocked her
account about two hours later after several transfers within her
bank service team. P14 retrieved her loss after one week.

P15 is a researcher in cryptography. In 2023, P15 experienced a
WhatsApp phishing incident.Weeks after losing a family member,
she was in a period of emotional distress. She received a forwarded
message from a friend promoting a fake British Airways Black
Friday offer on WhatsApp. P15 clicked the link and followed the
instructions to forward the message to others before realizing it was
a scam. Although she quickly stopped and took remedial actions,
such as scanning her device, changing SIM cards, and restoring
default settings, her phone number and email were exposed, and
the password to an important file was accidentally deleted. Over
the following months, P15 began receiving spam calls, phishing
emails, and inappropriate messages on applications like Skype.

P16 is a freelance musical teacher. When preparing for an ex-
change semester to Prague in 2023, P16 experienced a rental scam
while searching for housing online. After receiving a quick and
overly eager response from a “landlord,” she was pressured to pay
immediately to secure the room. Feeling stressed and short on time,
she transferred the money, only to later realize she was commu-
nicating with a scammer. Communication with her bank and the
police was difficult, as the scam involved bank accounts in two
EU countries. With help from her father, she continued to follow
up, and very fortunately, the money was returned six months later
without explanation from the bank.

P17 works as a material manager at a tech company. In 2021, P17
experienced a Facebook Messenger phishing, where she clicked

on a link, and automatic messages were sent from her account to
all her contacts. After P17 had identified the phishing incident, she
changed her password and tried to inform her contacts as quickly
as possible. However, the scam spread rapidly through her net-
work; some of her friends clicked the link as well and lost access to
their accounts. Another incident happened in 2024. P17 received a
Facebook message from her colleague indicating a money trans-
fer. It turned out that the colleague’s account was breached and
exploited by attackers.

P18 works as a computer science professor. Hewas contacted by an
intended buyer via WhatsApp while selling an item on Blocket.se.
The scammer sent him a link to a fraudulent Blocket site, request-
ing P18’s bank details to finalize the transaction. After verification
with BankID, P18 found that 19,942 SEK had been transferred from
his account and realized it was a fraud; he called his bank imme-
diately, blocked his card, and reported the case to the police. He
also attempted to contact TransferGo, the company handling the
transfer to the scammer, but they were closed on Sunday; the next
day, TransferGo confirmed nothing could be done as the money
had already been sent to the recipient.
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